A double-component Anderson–Weiss approach for describing NMR signals of mobile SIₙ units: Application to constant-time DIPSHIFT experiments
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ABSTRACT

A composed Gaussian local field is proposed to describe the effect of molecular motions on NMR signals of SIₙ units (e.g., CHₙ or NHₙ), based upon the well-known Anderson–Weiss (AW) approximation. The approach is exemplified on constant-time recoupled dipolar chemical-shift correlation (t_c-recDIPSHIFT) experiments, providing an analytical formula that can be used as a fitting function in studies of intermediate-regime motions. By comparison of analytical t_c-recDIPSHIFT curves and dynamic spin dynamics simulations, we show that for heteronuclear spin pairs (SI system), the AW treatment assuming the usual Gaussian local field is accurate. However, the approximation fails for the case of SIₙ spin systems for motional rates higher than a few kHz. Based on earlier work of Terao et al., who proposed a decomposition of CHₙ dipolar powder patterns into two spin-pair-type patterns, we propose an AW approach based upon a double-Gaussian local field. We derive an analytical formula for t_c-recDIPSHIFT signals, and demonstrate its accuracy by comparison with simulations of several motional geometries and rates, and with experimental results for a model sample. The approach is not limited to the t_c-recDIPSHIFT experiment and should be of general use in dipolar-coupling based experiments probing (partially) mobile SIₙ molecular moieties.

© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/3.0/).

1. Introduction

Molecular dynamics exerts a fundamental role in the function of many soft and solid organic materials [1–6]. Its well known that properties of construction polymers, such as brightness and resistance to shear, creep and tension, are all intimately related to the local segmental dynamics of the polymer chains. This is also true for more advanced materials, such as nano-structured copolymers or hybrids, where the clever combination of components with distinct dynamic properties lead to composite systems with tunable mechanical behavior. However, not only the mechanical properties are sensitively affected by molecular dynamics. For example, in semiconducting polymers the charge transport and light emission properties are sensitive to changes in the polymer chain dynamics, and in host–guest systems for sensor applications the conformational switching is intrinsically associated with rearrangement of the guest molecules. Last but not least, in biological solids the importance of molecular dynamics is even more recognized, being intimately related to the system function [7].

Thus, the understating of internal and segmental dynamics becomes crucial for establishing a bridge between molecular properties and function. In this sense, the toolbox of solid-state NMR provides many methods capable of elucidating details of local and segmental dynamics in solid and “soft”, possibly biomolecular organic materials [8–13], and many exemplary studies have been reported [2,3,5,14,15–19].

An important feature for a technique be used in studies of molecular dynamics is the ability to characterize the timescale (the correlation time or its inverse, the motional rate) of the motion over a wide dynamic range. This usually involves the application of several dynamic NMR methods, covering different time windows [8,20]. Among them are the separated local-field (SLF) methods focussing on the motion of heteronuclear SIₙ dipolar tensors, which have been first developed for structural studies [21–23], and later became a recognized and important tool for determining order parameters of fast-limit molecular motions [24–26].

* Corresponding authors.

E-mail addresses: marciofcobo@gmail.com (M.F. Cobo), kay.saalwaechter@physik.uni-halle.de (K. Saalwächter), azevedo@ifsc.usp.br (E.R. deAzevedo).

http://dx.doi.org/10.1016/j.jmr.2014.09.009
1090-7807/© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/3.0/).
More recently, we have shown that SLF experiments, specifically the dipolar chemical-shift correlation (DIPSHIFT) and Lee–Goldburg cross-polarization (LGCP) experiments, can also be used to extract the rate of molecular motions in the intermediate regime, i.e., rates in the μs to ms range [27,28]. This was achieved by comparison of experimental results and theoretical calculations by using either numerical simulations [29,30] or analytical fitting formulas based on the Anderson–Weiss (AW) approximation [31,32].

The next step was the augmentation of the dynamic window and the sensitivity to small-angle motions in DIPSHIFT experiments by introducing REDOR-type recoupling, which was dubbed as T₂-recDIPSHIFT [33]. In this method, molecular motions are reflected in both the apparent averaging of the dipolar coupling and a T₂-type intensity decay when the dynamics is in the intermediate regime. However, due to signal–function symmetry reasons, it was so far not possible to develop a fully analytical approximation to describe the T₂-recDIPSHIFT experiments. We here present the derivation and a thorough test of an AW-based fitting formula for an earlier variant [34] of the recoupled DIPSHIFT experiment based upon constant-time recoupling (t_c-recDIPSHIFT), recognizing that this experiment does not have the mentioned limitation. It is based upon a simple incremented time shift of the REDOR π pulse positions, holding all other pulse sequence timings constant. While this experiment has a narrower dynamic window than T₂-recDIPSHIFT because the data does not show an apparent T₂ effect, t_c-recDIPSHIFT is more robust and less prone to setup problems and other experimental imperfections [33].

Based on the AW approach [31] recently extended by Hirschinger [32], the analytical formula now allows to use t_c-recDIPSHIFT to study intermediate-regime motions in solids via a simple fitting procedure to the experimental data, which is a great advantage and enhances the practical applicability of the technique. The resulting molecular-dynamic parameters are the order parameter and the motional rate, both being reflected in the apparent averaging of the dipolar interaction tensor between chemically bonded nuclei. In order to ascertain the accuracy and the limits of validity of the approach, we compare the analytical t_c-recDIPSHIFT curves with results of dynamic spin dynamics simulations [30] for different spin systems and geometries of motion. We also demonstrate that the usual AW approximation fails in the description of t_c-recDIPSHIFT signals of CH₃ multiplets. We thus suggest an AW approach based upon a double-Gaussian local field and demonstrate its reliability in describing t_c-recDIPSHIFT results. However, once it is possible to obtain a resolved ¹³C MAS spectrum and to probe the evolution of the resonances under specific CH coupling, there is no serious limitation for the use of the presented AW approximation in describing the motion effects on the signals obtained by other techniques. Therefore, since the use of this strategy is not limited to the t_c-recDIPSHIFT experiment but can easily be generalized, we consider the double-Gaussian AW approach to describe the signal of mobile CH₃ multiplets a step forward and expect a wide range of applications.

2. Experimental

The t_c-recDIPSHIFT pulse sequence, bracketed between two z-filters and preceded by CP-based excitation of ¹³C, is shown in Fig. 1a. The experiments were performed on a Varian Inova 400 spectrometer, using a Jakobsen 7 mm WVT double-resonance probe. A MAS frequency of 6 kHz, a ¹³C pulse width of 3.5 μs and an (effective) RF power for the Lee–Goldburg (LG) homonuclear and heteronuclear decoupling of 62.3 kHz (CW during DIPSHIFT evolution and TPPM during acquisition) were used. Trimitethysulfoxonium iodide (TMSI), see the formula in Fig. 1b, was used as a model sample to experimentally verify the accuracy of the proposed double-Gaussian AW-based approach for calculating t_c-recDIPSHIFT modulation curves. We also compare the theory with full dynamic spin dynamics simulations using the SPINEVOLUTION simulation program [30]. The program was custom-modified by M. Veshtort to implement arbitrary rotational jump motions.

3. Theory

3.1. Accessing molecular dynamics using t_c-recDIPSHIFT

t_c-recDIPSHIFT [34] is an SLF NMR experiment that is designed to accurately measure heteronuclear dipole–dipole couplings between abundant (I, often ¹H) and rare (S, often ¹³C or ¹⁵N) nuclear spins in order to probe molecular conformation [34] or motions [33]. The pulse sequence is based upon the original DIPSHIFT experiment [21], but with the effect of the heteronuclear dipole–dipole couplings amplified by a factor N, which is achieved by a REDOR-type π pulse train [35]. This amplification renders the technique particularly suitable for applications in weakly coupled spin systems, or to probe small-amplitude molecular motions.

As the experiment is based upon a common CP MAS experiment, it allows for an assessment of the S–I dipole–dipole coupling tensors for each resolved chemical site of S; for S = ¹³C and not too large molecules, it easily applicable in natural abundance. Further, the actual t_c-recDIPSHIFT part between the two z-filters (see Fig. 1a) can be easily implemented in higher-dimensional spectra. After the first z-filter, the S transverse magnetization further undergo fast rotations about the internal C₃ axis of the CH₃ groups.

To achieve a coupling-sensitive intensity modulation, the temporal position of every other π pulse (open bars in Fig. 1a) is varied according to the parameter tₛ, ranging from 0 to tₛ. This constitutes a constant-time period of (N/2)tₛ, during which the detected intensity is modulated by the evolution under the S–Iₙ coupling, being
amplified by a factor of $N$ as compared to the original DIPSHIFT experiment. As molecular motions change the S–I$_n$ coupling, a fit of the modulation curve with suitably simulated or modeled data, it is possible to access dynamic information such as a dipolar dynamic order parameter

$$S_{\text{dip}} = \frac{M^\text{HT}_2}{M^\text{LT}_2}$$

and also the motional rate. In the above equation, $M^\text{HT}_2$ and $M^\text{LT}_2$ are the high-temperature (fast-motion limit) and low-temperature (rigid-limit) second moments of the dipolar local field, respectively.

For a powder of isolated SI spin pairs, we simply have

$$M^\text{LT}_2 = \frac{\gamma^2}{15} (5I_0) = (1/5)(D_{\text{iso}})^2.$$  

with $D_{\text{iso}}$ being the dipole–dipole coupling constant in rad/s [38]. Note that for heteronuclear spins the prefactor 1/5 is different from the commonly known value of 9/20 for homonuclear coupling.

3.2. The Anderson–Weiss approach for $t_N$-recDIPSHIFT experiments

Anderson–Weiss (AW) theory [31], also known as Gaussian frequency distribution model, is particularly suitable to analytically evaluate effects of molecular motion on NMR signals [39,40,32,27,28,41,42]. Thanks to the Gaussian-distribution assumption for the local field, the signal is completely described by a memory function $K(\tau)$ that takes into account the pulse sequence features and the molecular-motion effects:

$$S(t) = \exp \left\{ -\int_0^t (t-\tau)K(\tau)d\tau \right\}.$$

We note that the real frequency distribution for isolated S–I$_n$ moieties is of course Pake-like, but, as shown in the above-cited papers, approximating it by a Gaussian function does not introduce serious errors for time-domain signals as long as the evolution times are not too large as compared to the inverse effective coupling.

For the $t_N$-recDIPSHIFT pulse sequence, the memory function is written in terms of [39,40,32] (i) the modulation in the heteronuclear dipole–dipole interaction arising from the MAS, (ii) the effects of the S-spin pulses, here assumed to be delta pulses and (iii) the loss of phase correlation due to molecular motion.

In the present approach, the homonuclear decoupling is not explicitly taken into account, and a simple scaling factor is introduced to account for the tilted effective field during LG irradiation. Further, perfect heteronuclear decoupling and chemical-shift refocusing are assumed, such that the calculations can be limited to the first $(N/2)t_i$ of actual dipolar evolution. An AW-based expression for the S-spin signal under recoupling of the heteronuclear IS interaction has already been derived in Ref. [32]. Using this expression, the fitting function for the S-spin signal $S(t)$, obtained at an arbitrary time $t$ after the application of $N_p$ recoupling pulses becomes

$$S(t > t_{N_p}) = \exp \left\{ s \times M^\text{HT}_2 \left[ \frac{2}{3} F_{N_p}(0,0,0,\omega, t) + \frac{3}{5} F_{N_p}(0,2,0,\omega, t) \right] + s \times \left( M^\text{LT}_2 - M^\text{HT}_2 \right) \left[ \frac{2}{3} F_{N_p}(k,0,0,\omega, t) + \frac{3}{5} F_{N_p}(k,2,0,\omega, t) \right] \right\}.$$  

Here,

$$F_{N_p}(k,0,0,\omega, t) = \frac{1}{k^2 + (n\omega)^2} \left\{ (2N_p + 1) \frac{k^2 - (n\omega)^2}{k^2 + (n\omega)^2} - \frac{kt}{n} h^{[n]}(t) + 4 \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} (-1)^{i+j} h^{[n]}(t_j - t_i) + 2 \sum_{j=1}^{N_p} (-1)^j \left[ h^{[n]}(t_j) - (-1)^N h^{[n]}(t_j - t) \right] \right\},$$  

$t_i$ is the temporal position of the $j$th recoupling $\pi$ pulse, $N_p$ is the total number of applied recoupling pulses, which relates with the amplification factor $N$ as $N_p = N - 1$. $\omega_i$ is the MAS frequency in rad/s and $k = 1/(n\omega_i t_i)$ is the rate of motion, where $n\omega_i$ is the number of accessible sites and $t_i$ is the correlation time of the molecular motion. The scaling factor $s$ accounts for an apparently reduced second moment, for instance due to the application of LG decoupling ($s = f_{\text{LG}}^2$ with $f_{\text{LG}} = 0.577$) or other experimental factors, as will be discussed.

For the particular case of the $t_N$-recDIPSHIFT experiment, see Fig. 1a, the signal is evaluated at $t = (N/2)t_i$ for several temporal positions of the recoupling pulses, which can be expressed in terms of $t_i$ and $t_1$ (ranging from 0 to $t_i$) as

$$t_{2j} = j t_i,$$

$$t_{2j+1} = j t_i + t_1.$$

Therefore, for the $t_N$-recDIPSHIFT curves, the signal calculated by Eq. (4) will be explicitly dependent on $t_i$, $S(t_i)$. For instance, we calculate the signal of the $t_N$-recDIPSHIFT experiment for $N = 2$ by setting $N_p = 1$ and $t_i$, with $t_1$ ranging from 0 to $t_i$.

4. Results and discussion

4.1. MAS dependence of the Gaussian local field approximation for I–S dipolar coupled spins

Because of spin diffusion, the dipolar powder in strongly coupled multi-spin homonuclear systems, for instance $^1$H nuclei in organic materials, is very well represented by a Gaussian function (Van Vleck theory [43]), making the AW approximation always valid. In contrast, the dipolar powder of heteronuclear spin systems present specific features which are not reproduced in the Gaussian powder approximation. However, it has been shown that for evolution times shorter than the inverse of the heteronuclear dipolar coupling, the time evolution of a given spin S dipolar coupled to a spin I can be well described by the so called second moment approximation [44]. In rigid systems, this is of course equivalent to the Gaussian approximation for the local field, i.e., AW treatment [27].

Besides, in MAS experiments the rotation frequency also play a role in limiting the validity of the Gaussian approximation. In the context of DIPSHIFT experiments, this was earlier explored in Ref. [27], where we show that the AW based fitting formula could only be used at higher MAS frequency, which was chosen based on the matching between the shape of the rigid limit experimental DIP-
Thus, before analyzing the validity of Eq. (4) for describing motion using the same second moment as the corresponding CH powder, we discuss its accuracy in the rigid limit, mainly concerning the MAS dependence.

The main point to be considered is whether the $t_c$-recDIPSHIFT curve can be approximated by an AW formula using the same second moment as the actual dipolar pattern. To verify this, we simulated the $2t_c$-recDIPSHIFT curves for a powder of CH coupled spins with the dipolar coupling ($D_{\text{rig}}$) scaled down by $f_{\text{LG}}$ and compared with curves calculated using Eq. (4) evaluated with the same second moment as the corresponding CH powder, varying the MAS frequency and $D_{\text{rig}}$.

Fig. 2a–c shows the MAS dipolar spectra of a rigid CH spin pair powder as well as the corresponding $t_c$-recDIPSHIFT and the correspond-

![Dipolar spectrum](image)

The dipolar spectrum refers to the calculation using the actual dipolar coupling while Gaussian spectrum refers to the spectrum calculated using a Gaussian local field approximation. In the corresponding insets are simulated $2t_c$-recDIPSHIFT curves (spin dynamics) and the AW Gaussian approximation using the same second moment ($M_2 = 40.66 \times 10^3$ (rad/s)$^2$) multiplied by the scaling factor ($f_{\text{LG}}^2 = 0.333$).

Fig. 3. (a) Comparison between simulated $2t_c$-recDIPSHIFT and the correspond-
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The lines are the corresponding best fit curves using Eq. (4), proving $f_{\text{ MAS}}$ values of 1.01, 1.03, 1.08, 1.2, 1.36, 1.4. (b) Plot of $f_{\text{MAS}}$ as a function of the reduced second moment $x = M_2/\omega_K^2$ obtained by similar fit as in (a) using several $M_2$ and MAS frequencies. The reduced-$x$ coefficients obtained from the fitting are also plotted. The polynomial fitting function is $f_{\text{MAS}} = 1 + 0.047x + 0.0022x^2$.
ify the validity of the AW approach for dynamical studies at moderate MAS spinning frequencies. As seen in Fig. 2b, in this moderate spinning frequency regime, the overall shape of the 2t_r-t_is-recDIPSHIFT curve is well reproduced, so by adding an extra scaling to the second moment \( (s = f_{\text{MAS}}^2 \times f_{\text{IC}}^2) \), the 2t_r-t_is-recDIPSHIFT curve is nicely reproduced, as shown in Fig. 3a. This suggests the possibility of using scaled second moments \( s \times M^2 \) to calculate the motion sensitive t_is-recDIPSHIFT curves using Eq. (4) at moderate MAS frequencies.

Simulations as those shown in the inset of Fig. 2 were performed for various coupling values and MAS rates and fitted using Eq. (4) to obtain the scaling factor \( f_{\text{MAS}}^2 \) as a function of the second moment and MAS rates. Some of the spin dynamics simulations and the corresponding best fits are shown in Fig. 3a. Fig. 3b shows the best fit \( f_{\text{MAS}}^2 \) values as a function of the reduced second moment \( M^2/\omega^2 \). This plot provides a master curve which is seen to provide a consistent measure of the necessary additional scaling. As it can be seen, \( f_{\text{MAS}}^2 \) gives a correction related to the non-trivial shape of the modulation curve when it is not matched by the AW approximation. Indeed the accuracy of the approximation can be quantified by the Reduced \( \chi^2 \) value extracted from the fit. As depicted in Fig. 3, by taking a lower threshold of 0.001 for the Reduced \( \chi^2 \), one can establish that the limit for using the AW approximation in the DIPSHIFT experiments is \( M^2/\omega^2 < 1 \), which gives a good parameter for deciding the minimum MAS rate that the experiments should be run. Indeed, in the limit \( M^2/\omega^2 < 1 \) the \( f_{\text{MAS}}^2 \) vs. \( M^2/\omega^2 \) curve is well reproduced by a second order polynomial. For practical use, the figure caption indicates the polynomial used to fit and this predict this universal dependence. Alternatively, the experimental curve measured at low (rigid limit) and high temperatures (fast limit) can of course be fitted with Eq. (4) in order to directly extract the scaled second moments.

4.2. Comparison of the AW approach and dynamic spin dynamics simulations

As shown in Ref. [27], the AW approximation for evaluating DIPSHIFT NMR signals only holds for evolution periods shorter than the inverse of the dipolar coupling. This is primarily due to the failure of the second-moment approximation for the local field at longer evolution periods, where the particularities of the distribution (higher moments) become important. Besides, the typical \( T_2 \) decay in the DIPSHIFT experiment may not be reproduced by an AW-based approximation. In this respect, the t_is-recDIPSHIFT behaves differently, since the sensitivity to the rate of motion arises only from the apparent averaging effect of the dipolar coupling. For a demonstration, in Fig. 4a-c we compare 2t_r-t_is-recDIPSHIFT curves calculated via full dynamic spin dynamics simulations (symbols) with those obtained using the AW approximation (lines), Eq. (4), considering several motional rates. In the curves calculated using Eq. (4), the scaled second moments \( s \times M_{2_{\text{HT}}}^2 \) and \( s \times M_{2_{\text{LT}}}^2 \) were obtained by fitting the fast-limit and rigid curves, i.e., they are actually the second moment multiplied by \( (f_{\text{MAS}}^{LT} \times f_{\text{IC}}^2)^2 \) and \( (f_{\text{MAS}}^{LT} \times f_{\text{IC}}^2)^2 \), respectively. Note that because of the different dipolar couplings \( f_{\text{MAS}}^{LT} \neq f_{\text{MAS}}^{LT} \). Fig. 4a shows CH spin pair simulations, mimicking a two-site jump with a reorientation angle of \( 120^\circ \), as indicated in the inset. Clearly, the AW approximation holds in this case, being valid for the whole evolution time window of the experiment.

The possibility of reproducing the complete t_is-recDIPSHIFT curve with the proposed AW-based fitting function is an intrinsic advantage over the \( T_2 \)-dependent DIPSHIFT variants [27,33]. However, increasing the number of \( ^{1}H \) attached to the carbon, the AW approach fails to describe the 2t_r-t_is-recDIPSHIFT data. This is demonstrated in Fig. 4b, which presents a comparison between full spin dynamics simulations and AW-based curves for a \( CH_2 \) group executing a planar three-site jump (see the geometry in the inset). The AW approach holds for slower motional rates \( k \leq 3 \) kHz, but the agreement becomes worse at higher rates.

Another example is shown Fig. 4c, which features the same comparison for the case of a \( CH_3 \) group executing two-site jumps with reorientation angle of \( 109^\circ \), including an internal fast permutation of the \( CH_3 \) protons. This corresponds to the motion executed.
by the CH2 groups in dimethyl sulfone (DMS) molecular crystals, of course assuming the protons permutation belonging to the methyl group to be in the fast limit. Again, the AW approximation is not suitable to describe the curve for rates higher than 3 kHz. Cases of molecular motions with different geometries and numbers of sites were tested and similar results were found.

To understand the reason why the AW approximation is adequate for describing the 2*τ-recDIPSHIFT curves of the CH groups, but fails in the case of CH2 and CH3, in Figs. 5 and 6 we address the fidelity of the Gaussian approximations (dashed blue lines) for reproducing the general features of the local dipolar field distribution (solid black lines) for CH and CH2 groups, respectively. The corresponding dipolar spectra were in each case calculated for the (a) rigid and (b) fast motion limits, considering the motion geometries displayed as inset in Fig. 4.

In the rigid limit, both CH and CH2 dipolar powder patterns, Figs. 5a and 6a, resemble unimodal distributions, so a single second moment can be used in Eq. (4). However, as demonstrated in Figs. 5b and 6b, in the fast-motion limit the pattern for the CH group is still well represented by a single Gaussian, but the pattern for the CH2 group is clearly composed of two components, i.e., a Pake pattern of about 20 kHz width and an isotropic line. The former arises from the two parallel spin configurations of the two protons, while the latter arises from the antiparallel configurations [48], for which the coupling cancels for the given case of identical dipolar tensors arising from the motional averaging. Thus, the δ-function shaped “central transition” in this spectrum has the same integral intensity as the broad Pake pattern. A similar behavior regarding the bimodal spectrum is also observed for the case of CH3 groups.

As the core of the AW approximation is that the given frequency distribution can be modeled as a Gaussian, it is straightforward to rationalize the observed behavior, where the description is accurate in describing the 2*τ-recDIPSHIFT data of CH groups, but fails for the case of CH2. This suggests that the scenarios for which the AW approximation is not completely satisfactory (CH2 and CH3) may be improved by increasing the number of Gaussian functions used to describe the local field, as demonstrated by the red dotted lines in Fig. 6, which represent a decomposition into two Gaussians.

It is important to remark that the procedure of increasing the number of Gaussians that describe the local field is not straightforward, since in the AW fitting function, Eq. (4), one needs the second-moment pairs $M_{22}$ and $M_{22}$. As $M_{22}$ depends on the geometry of motion, a priori information on the effect of motional

---

Fig. 5. CH dipolar powder patterns and corresponding Gaussian approximations with the same second moment (a) in the rigid limit with $M_2 = 40.66 \times 10^6$ (rad/s)² and (b) in the fast limit for a two-site jump with $\beta = 120°$ and $M_2 = 17.80 \times 10^6$ (rad/s)². To improve the visualization, the dipolar powder was Gaussian broadened by 500 Hz, but its second moment was calculated from the pattern without any broadening.

Fig. 6. CH$_4$ dipolar powder patterns and corresponding Gaussian approximations. (a) In the rigid limit the dipolar powder as well as the single Gaussian approximation have $M_2 = 81.14 \times 10^6$ (rad/s)² while the double Gaussian approximation is the sum of two Gaussian lines with $M_2 = 54.07 \times 10^6$ (rad/s)² and $M_2 = 108.20 \times 10^6$ (rad/s)². (b) In the fast limit the dipolar powder as well as the single Gaussian approximation have $M_2 = 20.32 \times 10^6$ (rad/s)² while the double Gaussian approximation is the sum of two Gaussian lines with $M_2 = 40.51 \times 10^6$ (rad/s)² and $M_2 = 0$ (rad/s)². To improve the visualization, the dipolar powder was Gaussian broadened by 500 Hz, but the presented second moments were calculated from the pattern without any broadening, so the Gaussian shape of the central peak in (b) is only due to line broadening.
line narrowing of each Gaussian used to describe the local field in the rigid limit is required. Therefore, in the next section we present a geometry-sensitive algebraic method, earlier proposed by Terao and coworkers [48], to decompose the dipolar local field.

4.3. Justification of the double-Gaussian description of CHn dipolar fields

As already mentioned in the last section, the double-Gaussian approximation for the local dipolar field is justified by earlier work of Terao et al. [48], who proposed the decomposition of a CHn dipolar powder spectrum into 2^n dipolar powder patterns, each one associated with specific proton spin configurations, see Fig. 7. The principal axes and values of the dipolar tensor corresponding to each component as well as their average values for the fast-motion limit can be obtained on the basis of the spatial arrangement of the CH bonds and the motional geometry, as proposed in Ref. [48]. Fig. 7 exemplifies this decomposition for the case of a CH2 group executing a planar three-site jump motion. The full dipolar spectrum can be decomposed into 4 components. However, in the rigid limit the dipolar pattern has only two components, since the proton spin configurations (1,1), (1,1) and (1,1), (1,1) lead to the same dipolar pattern, see Fig. 7a. Considering a fast three-site jump with the geometry presented in the inset of Fig. 7b, the dipolar patterns associated with the spin configuration (1,1), (1,1) narrows to an isotropic peak, while the configurations (1,1), (1,1) correspond to an axially symmetric Pake pattern, see Fig. 7b. Note that the motionally averaged patterns are sensitive to the motional geometry, but can be precisely predicted as described in Ref. [48].

Given the possibility of decomposing the dipolar local field and calculating the dipolar tensor parameters, one can now approximate each component with a Gaussian local field with the same second moment as the dipolar field components associated with each distinct spin configuration. In general, this gives rise to a multi-Gaussian AW approach, where the motional effect on each component of the dipolar pattern is considered independently. Nevertheless, one should note that for CH2 the lower of the two M2HT is either zero or has a finite value, depending if the motion is even uniaxial (3 or more symmetric jump sites) or not. This shows that for CH2 groups one should never need more than two Gaussians, which stands for a two-Gaussian approximation for the local field, as exemplified by the Gaussian powder in the inset of Fig. 7b. This approach should improve the Gaussian approximation for the local field and consequently render the AW approximation more accurate in describing the 2T,1_4-recDIPSHIFT curves. The details on how to decompose the static and averaged dipolar patterns can be found in Ref. [48]. Since the multi-Gaussian AW approach just relies on the second moments, we only provide the second moments of the decomposed spectrum in each case treated herein.

Fig. 8 shows the spectral decomposition for the case of CH3 groups. In all cases, the pre-averaging of the dipolar coupling due to fast rotation of the 1H about the C3 symmetry axis was considered. The rigid limit pattern Fig. 8a can be decomposed into eight spectral components corresponding to the proton spins configurations (1,1,1), (1,1,1), (1,1,1), (1,1,1) plus the permutation of the spin states which independently of the motional regime always renders the same patterns. Thus, despite having 8 spectral components, there are only two different second moments M2HT = 39.75 x 10^6 (rad/s)^2 and M2HT = 4.43 x 10^6 (rad/s)^2. Considering CH3 groups executing two-site jumps with reorientation angle of 109°, as in dimethyl sulfone (DMS) molecule, the average tensor is not symmetric, but can be decomposed in only two inequivalent components. For CH3 groups executing three-site jumps with reorientation angle of 109° (TMSI geometry), the tensors average to eight symmetric components again with only two different second moments. In both geometries, either in the rigid or the fast limit, the ratio between the second moments of the two inequivalent tensor components is 9, which is a consequence of all three tensors being uniaxially pre-averaged and colinear, resulting in a factor 3 in the D values. This shows that also for CH3 groups only two Gaussian components suffice for the AW approach. In conclusion, the above discussion shows that for the relevant spin configurations, the maximum number of Gaussian local fields needed for the AW treatment is two, standing for a general two-Gaussian AW approach for describing the effects of motions in Si separated local field experiments.

4.4. Double-Gaussian AW approach for 2T,1_4-recDIPSHIFT data

In order to adapt Eq. (4) to a double-Gaussian approximation for the local field, one needs to evaluate the NMR signal for a given local field distribution P(\omega, t) at a given time t. In this case, the NMR signal can be described by the following expression [40]:

$$S(t) = \int_{-\infty}^{\infty} \exp(\omega t)P(\omega, t) d\omega.$$  (7)
Assuming the local-field distribution to be composed of 2 independent components this becomes:

\[ S(t) = \frac{1}{2} \int_{-\infty}^{\infty} \exp(i\omega t) \sum_{j=1}^{2} p_j(\omega) d\omega. \]  

Therefore, the full signal is simply written as:

\[ S(t) = \frac{1}{2} \int_{-\infty}^{\infty} \exp(i\omega t) \sum_{j=1}^{2} p_j(\omega) d\omega. \]
moments were scaled down by a factor \( s^\text{rigid} \) and these second moments were obtained as a single fit parameter at each limit. These parameters are used to calculate the scaled second moments providing an AW formula, Eq. (4), for each Gaussian component. The AW formulas are summed with equal weight, as in Eq. (9), giving a general fitting function, with the motion rate \( k \) as the single fitting parameter. This function is then used to fit the experimental temperature dependence providing the motion rates shown in Fig. 10. Clearly, both methods lead to nearly the same fitted rate of motion for a given temperature which also agree very well with previous results for the same molecule [27].

The given temperatures cover the full dynamic range from the rigid \((T = 2 \, ^\circ\text{C}, k = 0.1 \, \text{kHz})\) to the fast limit \((T = 71 \, ^\circ\text{C}, k = 200 \, \text{kHz})\), and in analogy to our previous study [33], the \(2t_-\text{-recDIPSHIFT} \) modulation curves are increasingly shallow, reflecting the apparent averaging of the dipolar tensor. It is important to note that estimations for the high-temperature second moment(s) can only be obtained from fits of the experimental data when one is sufficiently sure that the fast limit is reached, i.e., when the data does not change anymore upon further heating. In this respect, we note in Fig. 10 that the curve at 53 \( ^\circ\text{C} \) is shallower than that at 71 \( ^\circ\text{C} \), which is nicely reproduced in the simulations. Indeed, it is well known that interactions with different strengths give different \( T_2 \) minima as a function of temperature [49]. Based on that, a hypothesis that explain such unusual behavior is that the two components of the local field can lead to different \( T_2 \) minima at different temperatures. Despite not seen in our constant-time experiments [33], there is a \( T_2 \)-related loss of the overall signal, which may changes the relative weighting of the two components at higher temperature producing the observed effect.

Another feature that can be noted in Fig. 10 is that at lower motional rates (at the lowest temperatures) the curves obtained by spin dynamics simulations have a flatter bottom around \( t_1 = t_r/2 \) than the ones calculated with the AW approach. This highlights the generic limit of the AW approximation already discussed before, when the coupling is too strong and/or the MAS rates is too slow. Even in this situation, by proper scaling of the second moments we find good agreement between the rates calculated using the full treatment and the AW approximation. Note that data at \( t_{\text{max}} = t_r \) corresponds again to short times, as one observes the “back” of the rotor echo, i.e., the AW approximation remains valid at the edges of the modulation interval.

Unfortunately, information about the specific motion geometry is rather limited. This is a general feature of DIPSHIFT experiments because even in an ideal geometry, the amount of the “averaged part” of \( M_2 \) varies with the angle, which is a free parameter. So it is difficult to distinguish between a different angle and deviations from the chosen model, which is also to some degree arbitrary. Indeed, one of the advantages of using the AW approach to estimate the motion rates is that it does not depend severely on the motion geometry, but only on the averaged \( M_2 \), making possible to reliably. The detailed evaluation of the motion geometry will
required the use of methods such as Exchange NMR. In this respect, Centerband-Only Detection of Exchange (CODEX) and variants provide an efficient way of separating the effects of the motion geometry and rates [12], but is usually much more time consuming than DIPSHIFT experiments. Also, the motion rates probed by Exchange NMR and DIPSHIFT (or other SLF methods) are in different frequency scales, so they are indeed complementary [13].

5. Conclusions

Based upon recent work of Hirschinger [32], a combination of the Anderson–Weiss and memory-function approximations was used to derive a fitting formula that describes NMR signals obtained in $t_c$-recDIPSHIFT SLF experiments. By comparing motion-dependent $t_c$-recDIPSHIFT modulation curves obtained from the derived formula and results from dynamic spin dynamics simulations, we concluded that for SI spin pairs the usual single-Gaussian AW approach is rather accurate in describing the full $t_c$-recDIPSHIFT modulation curves. However, considering more ($n$) abundant ($^{1H}$) I spins coupled to the observed S spin ($I_n$–S spin system), the analytical approximation failed in describing the data in the intermediate and fast limits. The origin of this limitation in the dynamic range of was found to be related to the poor accuracy of the single-Gaussian approximation in describing the $I_n$–S local field, in particular when molecular motions are considered and inhomogeneous spectral narrowing takes place.

Therefore, an AW treatment based upon a double-Gaussian approximation for the dipolar local field was proposed. Using this approach, an analytical formula for the $t_c$-recDIPSHIFT signal was derived, adapted to take into account a double-Gaussian local field, which was evidenced to be very accurate in describing the molecular-motion effect on the modulation curves in $I_n$–S spin systems. Specifically, $2t_r$–$t_c$-recDIPSHIFT experiments were performed as function of the temperature in a model sample, and, using the derived fitting function considering a two-component local field, the rates of motion obtained as function of the temperature coincided perfectly with those obtained on the basis of full dynamical spin dynamics simulations. We expect the new AW approach to be of general use in studying the dynamics of $I_n$–S moieties in synthetic and possibly biomolecular materials and molecules.
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